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Delphi Overview

» Delphi is a world leader in mobile
electronics and transportation
components and systems technology
with presence in 38 countries.

» Delphi's business sectors:

» Dynamics, Propulsion, Thermal & Interior
Sector

» Electrical, Electronics, & Safety Sector
» 185,000 employees
» 164 manufacturing sites
» 53 customer centers
» 33 technical centers




PLM/PDM Systems at Delphi

» TcEngineering
» 34 Production Servers running TcEng v9.1.2.10D
» Over 4,000 users

» TcEnterprise

» 1 Production Server running TcAS v4.0
» html / elVista only, no OMF for users
» Upgrade to Teamcenter 2005 by Q3’06

» 14,000 named users
» Various systems as required to release to Customers
» Legacy systems already scheduled for replacement




GES Summary

» The Global Engineering System (GES) is a repository for product
related information

» Based on Teamcenter Enterprise TCAS (Teamcenter Automotive Supplier)

» Main functions:

» Iltem Master
parts, materials, packages, manufacturing objects, documents

» Engineering Bill of Materials
structured items
» Bill of Everything (Bill of Documents)
hierarchy of all information related to a Product
» Document Management
management of source documents

» Integrated Change Control based on CMII
CM-Il is 2nd Gen Configuration Mgt as defined by the Institute of Configuration
I\/Ianagement
» External System Interfaces (legacy systems, program management,
substance of concern, ERP)




' GES Hardware Architecture
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GES Testing Environment

» Development Distributed Environment
» Enables developers to test changes with production-like data

» Integrated Testing Environment

» Test new builds. Used by testers for system / integration testing of new software
Performance and load testing will also be performed here

Development Testing Project Level Integration / UAT Testing
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» Environment setup as production.
Final staging environment prior to installation in production.

» Prior Production Release

» Keep copy of previous release for Tier Il, Tier Il testing and analysis
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GES Release Management

Release Phases

» Requirements Definition
» Business Content Planning
» Capacity planning
» Development resource planning
» Development
» Business design
» Technical design
» Code development
» Unit test
» Walkthrough
» Documentation
» Testing Phase
» System / Integration Testing
» User testing
» Deployment

» Release into production




GES Release Management

» Release Planning

» Establish release plan for the year
» Advance planning of content, schedule and milestones
» Deployments based on approved release plan

W » Manage Requirements
» Enforce proper documentation of requirements
» Validate requirements against common business process
» Request prioritization based on scope and deliverables of the program

PAGRS Manage Release Content
» Requirements that meet criteria get added to the master content list
» Change requests in each release are limited to available capacity
» Final Release Content is submitted to development group

» Capacity Planning
» Development group assigns requests based on resource pool
» Detail work schedule is prepared for the current release
» Development group confirms deliverables for current release
» Release Work starts



GES Development Process

GES Development Process
Friday, January 13, 2006

DC Approvedy VWiork Orrder
Wiork O rder Document & Cls
Documernt 4.1
¥ »{ |Development
29 3.1 Code Biuild
§ »| |Developed to L
Chy Owner —] A%gﬂ’;:‘; Stardards
Approved Design
oC l
Approved
fork Crder Dresign ready far R evew vror Path
VJUClmerd Rejeited 3.2 Merge & r
RR EW_Jrkd Unit Test ¥
R u:rgmems ezCesd e 4.2
g\nalysis ges_ign | it T-est in
(Est. Review) S Developm ent Build Procegs Development
complete Buuiled
Rejedted
Repository Change:
Fejeded LD Approved Since Tes
1.2 ¥
Rohits & 3.3 Peer
E stimateR Reevigw 4.3
en e 23 Testing
wiChg DC |ssues
Crnnier Review
Code Reseww Approved
Successiul Testing
34
Committo
eRoom — Busingss / eRoom — Lead Repositary
Deveioper Review Design Review
& eRoom
eRoom— WiP - Complete
f eRoom DC Approval P

Page 1




' GES Development Process

» Improvement area:

» Reduction of Test Incidents/Change Request occurring within the GES
Development Cycle

» Six Sigma tools being applied for process improvement:
Survey, PMAP, FMEA, Control Plan

» Two key processes identified:
» Requirements Analysis Process
» Unit Test Process

» Process improvement:

» Formal detail review of change request =
by developer and owner to gain complete |
understanding of requirements

» Measure and compare results
» Goal:
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» achieve first time quality, eliminate rework
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GES Quality Assurance

» Software tool is used to track testing status for a release
» Single database maintains test plans and test results information
» Status is shared by all testers
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GES Quality Assurance

» Release statistics provide information of outstanding and high-
severity test incidents

» TIRs are assigned for development action and resolved through re-
testing

» Trend reports track progress on TIRs reduction in the current
release and compare performance against other releases
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" Automated Testing

» An automated testing solution addresses problems of time and
resource constraints by dramatically speeding up the testing
process.

» Tests can be created to check all aspects of the application, and be
executed every time the application changes.

Benefits of Automated Testing

Fast Tests execute significantly faster than human users.

Reliable Tests perform precisely the same operations each time
they are run, thereby eliminating human error.

Repeatable Tests how the application reacts after repeated execution
of the same operations.

Programmable Program sophisticated tests that bring out hidden

information.

Comprehensive | Build a suite of tests that covers every feature in the
application.

Reusable Reuse tests on different versions of the application, even

If the user interface changes.




'GES Load Testing

Load test is the verification of the application capacity and variability under stress
Duration of each test is 2-3 hours (off business hours)

Load test simulates up to 50 users performing change management life cycle
Execution takes place in the testing environment

Results become a decision criteria for the release deployment

Considerable reduces risk of system failure in production
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GES Performance

» Performance monitoring:

>

>

YV V VY

Software tool in place to monitor GES production performance and
network throughput

Currently implemented at least in one location of the following regions:
» North America, Europe, Asia

System monitoring runs a business process script 24 X 7
Provides reports of system and network performance from several sites

Sends alerts on performance bottleneck or production failures to system
administrators

Generates trend reports and historic information of production system
transactions and network utilization
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GES Performance

Average Response Time — Service Quality by all Location
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GES Performance - Sites Monitoring

Average Route First Q1 2006
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Delphit WAN
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GES Application Performance

» Performance Improvement
» Continue monitoring and measuring application performance
» Get measurements from additional sites
» Locations with higher number of users
» Compare average performance to benchmark
» |dentify problem sites

» Analyze and identify root cause of poor performance at problem
sites:

» Virus

» Load balancing

» Bandwidth size

» Network hardware,

» Network device / PC configuration

» Optimize use of resources to resolve performance issues




Summary

» Continuous Improvement
» Scalability

» Simplification

» Integration

» Competence

» Benchmark
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Thank you !

Questions?
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