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!*“_’, Presentation Goals

This session will discuss the potential strategies of
implementing and deploying Teamcenter when remote site
connectivity is required. Content will include identifying decision
criteria and developing implementation plans to accomplish
expected functional and performance goals. This would be
more of an How-To approach than a review of product

functionality.
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Topics

» ldentifying the business and user requirements

» Deployment options and potential paths to success
» Targeting a Teamcenter configuration & version

» Getting the plan together

» Summary Review

» Q& A
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Y~ Product Development Process is complex
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i" The Deployment Process

Map Teamcenter
Functionality

Identify User
& Business
Requirements

Requirements
Rationalization

Prototype
Configuration
and Test
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Define Deployment
Environment
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Deployment
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Deployment
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!*“_’, Categorization Of Requirements

User Classes

» Engineering Design, Manufacturing
» Management
» External Customer, Partner, Supplier

Business Process Support
» Design data sharing

» Manufacturing build information, BOM etc.
» External data access for suppliers, vendors

Infrastructure ' Y

» Hardware availability

» Intra-site connectivity

» User loads and hardware scalability
» Administration
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User / Process Definition

Engineering Data Management:
» NX, Catia CAD Data Management
» Teamcenter
» Configuration Management
» Process Management
» Visualization
» Rich Client Viewer
» Mockup = Reviews
Issues:

» Large assembly retrieval with
visualization

» Based on configuration
» MBD / Markup procedure
» Configuration Effectivity
» Configuration Rule procedure

» Delivery Package: CAD,
Visualization, Step
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External Access:

»  Community is preferred access
point

» Security Access Control

» Process management support
» Design Review
» Bid process

» Visualization

» Lightweight viewer capabilities
sufficient?

» Pay to publish/Free to view (Push
Model)

Issues:

> Is a common access / process
viable for all externals?



Infrastructure

Document target deployment environment

» Hardware availability
» Sizes, models, current usage
» Connectivity LAN / WAN
» Network connection details, loads, usage
» Expected user support
» How many users per server, per site?
» Administration
» Is admin support available at all sites?
» Future Hardware plans

» Is there an exiting hardware plan?
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1) UNIX

}“Z Hardware Inventory

Location ( Site)
Manufacturer

Model

05/ Version

CPU(s) I Speed

RAM Memory

Swap Space
Network Connection

Oracle Server Specifications

Domestic

Hewlet Packard

HP 9000 Superdame

HP-UX 11

1G[PARISK) * 24

47G

850G

1G

2) Windows

Location ( Site)
Manufacturer

Model

05/ Version

CPU(s) f Speed

RAM Memory

Swap Space
Network Connection

QOracle Server Specifications

Domesic

HP

ProLiant ML57V0 52

Windows 2000 Server SP4

3G(Intel Xeon, HT) * 4

3.5G

Inti 2G, Max 4G

400M

Location ( Site)
Manufacturer

Model

OS5/ Version

CPU(s) / Speed

RAM Memory

Swap Space
Network Connection

Volume Server Specifications

Domestic

Hewlet Packard

HP 9000 Superdome

HP-UX 11i

1G(PARISK) = 24

47G

250G

1G
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2) Windows

Location ( Site)
Manufacturer

Model

0S5/ Version

CPU(s) / Speed

RAM Memory

Swap Space
Network Connection

Volume Server Specifications

Domestic

HP

ProLiant ML570 G2

Windows 2000 Server SP4

3G(Intel Xeon, HT} "4

3.5G

Inti 2G, Max4G

300M




%
9~ Performance

End users perception of performance is affected by:

» Database speed
» Application Performance
» Network Performance

Users see as performance two elements:
» Ul interaction

» File transfer speeds
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¥~ Network Latency

» Network Latency is the time it takes a packet to travel from
one end of the network to the other. Typically measure as the

return trip time.
» Why is it important ti application like Teamcenter?

» Multi-tier application converse by request and response
packets e.g. an SQL request is responded with the query
results. Network latency is added to the response time.

For example:

A simple plot of latency vs. time delay
for an assembly that takes 1000 queries 1000 Query Latrcy
to retrieve °
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» Latency affects all network activities
file transfer, file access, SQL, HTTP.
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LY

Y~ Example: MCI Latency

MCI's Intra Asia-Pacific Network Latency Guarantee consists of:

» Average round-trip transmissions of 200 milliseconds or less between a MCI-
designated Hub Router in Korea and a MCI-designated Hub Router in
Singapore

» Average round-trip transmissions of 155 milliseconds or less between a MCI-
designated Hub Router in Korea and a MClI-designated Hub Router in Hong
Kong

» Average round-trip transmissions of 80 milliseconds or less between a MCI-
designated Hub Router in Korea and a MCI-designated Hub Router in Tokyo

» Average round-trip transmissions of 220 milliseconds or less between a MCI-
designated Hub Router in Korea and a MCI-designated Hub Router in Australia

» Average round-trip transmissions of 300 milliseconds or less between a MCI-
designated Hub Router in Korea and a MCI-designated Hub Router in India
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zing Network Performance

Mid-Day Performance

Latency (Ms)

Test Number

9:00 AM - 4:30 PM Comparison

—e—(168.219.176.99) AM
—=—(168.219.176.99) PM
(168.219.176.101) AM
(168.219.176.101) PM

Latency (Ms)

5 6

Test Number
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!*“_’, User Map

CAD) | (TOTA Location
Coporse | 50 [WWOBNN Cenwer | e, Oria
= [z [EEN  Denwer | ttle

© UGS Corp. 2005. All rights reserved.



‘i'. Teamcenter Architecture

File Management
Services

CLIENT TIER

- : - . . Application

PLM SOAP Services PLM Web Services

ENTERPRISE TIER

PLM Ul Framework LM X ramewor

PLM Business Logic

Business Modeler Extension Framework

PLM Data Model

Database File Vaults
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¢~ Hardware Sizing

Enterprise Tier
Teamcenter Server

"‘v
Teamcenter Server
» All calculations are dependant on usage profile
» CPU
» Calculation based on demand rate * concurrent users
» SPECint_rate2000 for HPux is 0.044 average 0.132 peak
» SiR for Windows / Solaris is 0.026 average 0.062 peak
» Demand = SiR * # concurrent users
» Memory
» Each concurrent user requires:
» 34mb — Windows / Solaris
» 54mb - HPux
» Reserved Swap Space

Web Application Server

» Each concurrent user requires:
» 46mb — Windows /Solaris
» 84mb - HPux
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Web Application Server (Bea WebLogic)
» All calculations are dependant on usage profile
» CPU

» Example:

» Consumed 2.0 SiR = .002 SiR/user
» Memory
» Basic memory requirement for WLS Server is 1.5gb
» Example
» Small deployment <1000 users requires 0.2mb /user
» Large deployment <5000 users requires 0.46mb/user
» Reserved Swap Space
» Negligible swap size requirement
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» SPECint_rate2000=39.7 test server w/ 1000 users test
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Visualization

PLM SOAP Services PLM Web Services

PLM Ul Framework PLM XML Framework

PLM Business Logic

Business Modeler Extension Framework

PLM Data Model

Database File Vaults

v Teamcenter Database Server

Oracle Database Server
» CPU

» Calculation results in CPU class designation in
SPECint_rate2000 industry standard.

» CPU = ((# concurrent users * .0025) * 1.2)
» Memory

» RAM = (# concurrent users * 4.2Mb)
» Reserved Swap Space (Unix)

» Swap = (# concurrent users * 6 Mb)

» Additional disk storage will be required for Oracle product
installation and database storage.
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1" Teamcenter Engineering Global Deployment
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9~ Four Tier Configuration

Rich client Embedded . 3rd party CAD Client Cache
apps Wigwwer - HEREL integrations Manager

e shared file
L cache

Web (browser) apps

A
HTTP (firewall)

Solid Edge

Client Host Sockets/TCP/UDP (LANAWAN)

logic
Java business logic Senvlet
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l Fhl
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Figure 3: Four Tier Configuration
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'IQ‘Z Two Tier Configuration
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Figure 5: Two Tier Configuration “Heavy Server®
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} FMS Configurations

‘V
- Remote File Cache

Basic “cache all files” configuration
Vi Glnts Fo0s o All downloaded files are cached

All “recent” files should be in the
cache; uploaded files are also
cached at the FSC

Offers the capability to put fast file
access in, while not upgrading the
volume assets

Cache server would have large
capacity

Remote FCC Cached Volume Access Operation

Configure Cache server with 2-4GB
memory

» FSCs in a group have direct
connectivity
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}‘, FMS Configurations
- Multi-Site

Site A FSC Group Site B FSC Group

Multi-Site Volume Access Operation
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Multi-Site configuration

Files are transferred
directly between the FSC
servers

File routing between the
sites configurable by the
system admin

» Channel cross site
transfers between
two (2) specific
FSC’s




!*“_’, Teamcenter V10 / 2005 Installations

» Completely new install mechanism and procedure for
the V10 release

» Legacy (V9.1) install procedure is not available for
V10 release

» Multi-tier install & configuration procedure involves
multiple configuration elements:

» Corporate Server (Foundation / Base)
» Web Tier

» Distribution Server

» Rich Client
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Teamcenter 2005 Installation Challenges

To become familiar with:

» New installer methods

» Teamcenter Environment Manager (TEM)

» Teamcenter Web Application Manager (WAM)
» New product configurations

» 4-tier

» FMS
» Deployment Strategies

» Over The Web (OTW) client installs
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Deployment Options

Based on business and user requirements
» ldentify the supporting Teamcenter functionality

» Define Teamcenter deployment architecture based on
process and functional requirements

» Examples
» 2-Tier RAC w/ CAD integration
» Multi-Site Design data sharing
» Supplier access by Web Client

» Define hardware requirements to match target
functionality
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!*“_’, Supporting Documentation

*'f Server Install Guide

Topics

v

Site Planning

Teamcenter” 2005

: Configuration Guide
» Installing

engineering process managerne,

» Database Server Teamcenter E.
Ins %
» Teamcenter Eng. Server on Windows Servers Topics

» Web Application » Environment variables

Teamcenter” 2005
» Preferences o
engineeriing process managernent

v

Deployment & Configuration )
» Configuration

» Site Maintenance Teamicenter Engineering
» SSO, DIS, Process Daemons

Configuration Guide

» NX Manager
» RDV

N> Client Install Guide

» Customization
» Managing Files and Volumes
» FMS

FIEST DEAFT

Topics

"

» Software Requirements

Teamcenter

» Installing
» Rich Client
» MS Application Integration on Windows Clients

engineering process manages

» Teamcenter Manufacturing
» FMS Client

SECOND DRAFT
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1" Develop The Deployment Plan

The deployment plan should include
» Supported user and business cases
» Hardware and infrastructure plan

» Administration requirements

» Implementation schedule

» Coordinated with important milestones
» Hardware upgrades / purchases

» Software release dates

» Test / acceptance plan
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¥~ Test Plan

Activity/Task Responsibility

Plan and complete the installation for 4-tier. Admin Team

Complete remote installation of China client.

Start local testing. Super Users

Review test results and adjust configuration Admin Team
parameters.

Provisional Configuration for Tc2005 Test Setup — Alt 1

4-Tier Rick 4-Tier Thir 2-Tier Rich 4-Tier Rich 4-Tier Thir
Cliem - FCC Clien Client - FCC Cliem - FCC Cliem

Client Tier

ZEE Web App Server
HTTP Server

Web Tier

4-Tier Te Eng Server
Server Manager
FSC TCFS

Enterprise Tier

Oracle e TcEng Volume
Database FSC

Resource Tier
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*‘.’1 Deployment Schedule
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Ej File Edit Mew [Insert Format Tools Project Collaborate  Window Help
NEHD SRQAT ¥BRBRF 90 =ehdE0] S H Ncop R FIE@ ¢ 9+ = show | =g

13 | Tasks = | Resources - | Track

TIM][F[T|S[W[S|T|[M[F[T[S|W[S[T|[M[F][T[S[W][S[T[M][F

|:| = TeEng2005 TF Gdays Thu1M2/06 Thut =y
Flanning for Uparade Tday  Thu1/12/06  Thu~ |

Jic] 1st Workshop 2days| Wed 1/18/06 Thu *

= Implementation 95days  Mon 1/23/06 Thu

=l TcEng Base Upgrade 95days Mon 1/23/06 Thu

Planning for Upgrade 5 days Mon 1/23/06 Fri~

= Preliminary Review 20 days Mon 1/30/06 Fri2

Function Definition 10 days  Mon 1/30/06 Friz

=l 2nd Workshop for TcEng Upgrade 10days Mon 2/13/06 FriZ

Installation & Configuration 2days| Mon2/M13/06 Tue

Data Wigration 2days Wed 2/15/06 Thu £

Customization Training & Source Revi 6 days Fri 217106 Friz

=l Source Upgrade 70days Mon 2i27/06 Thu

Planning 1day Mon2/27/06 Mon:

Action 14 days  Tue 2/28/06 Fri:

Additional development 50 days  Mon 3/20/06 Thu £

TC 2005 MPZ Release 0 days Fri 3/31/06 Fri:

Unit test 5 days Fri 5/26/06 Thu

=l NXMI Upagrade {include iPEM) 43days  Thu 3/30/06 Frif

MXMI4.2 (TC V8.1.3) Release 0 days Fri 3/31/06 Fri:

MAEMI 2 & 4 Tier (TC2005 MP2 Beta) Release 0 days Fri 3/31/06 Fril

Planning for Upgrade 2 days Thu 3/30/06 Friz

=l Preliminary Review 10 days Mon 4/3/106 Frid

Function Definition 5days, Mon 4/M10/06 Friz

=l 3rd Workshop for NXMI Upgrade 5days Mon 4/3/106 Fri

Installation & Configuration 2 days Mon 4/3/06 Tue

Data Migration 1 day Wed 4/5/06 Wed

Training & Source Review 2 days Thu 4/6/08 Fri

=l Source Upgrade 36days Mon 4/10/06 Frig

Flanning 1day  Mon4/10/06  Mon<

Action 8 days Tue 4/11/06 Thu £

MNXMI 2 & 4 Tier (TC2005 MP2) Release 0 days Fri 4/28/06 Fri«

Additional development 22 days Fri 4/21/06 Fri

Unit test 5 days Mon 5/22/06 Frif

= Integrated Test 289 days Mon 5/22/06 Fri€

Planning for test (I-DEAS12 Version Up) 6 days Mon 5/22/06 Mon £

Bug, Defects Refresh Milestone 0 days Tue 5/30/06 Tue

Make up for cutomization 5days| Wed 5/31/06 Tue

= Test for Domestic site(GBM Real_Server) 15 days Tue 5/30/06  Mon €

L K

o Task Name Duration Start Fini 4,05 |Jan 1,06 |Jan29,'06 | Feb 26,06 | Mar 26,'06 | Apr 23,06 | May 21,06 [ Jun 18,06 | Jul 18,06 |Aug13,i‘

BEHA B &

2lalalajlala|ala]afs
A A el B =R =R R R S SR S

(RN AN AN SRR R )
o W M S S

=)
@

G o ||
(R =y

[RRE RN
~| @ ;|

L]
E
L
E
E
EH
[
[
L
27 H
L
L]
E
L]
L
EH
EH
E
EH

(%]
=]

R
=1

© UGS Corp. 2005. All rights reserved.



Things to remember

>

>

>

Define use cases and functional requirements first
|[dentify intra-site infrastructure and connectivity capabilities
Review administration capabilities and availability

Select Teamcenter capability and release that best fits
requirements and implementation environment

Develop a workable deployment schedule that supports
deployment requirements

Document your plan, architecture design, key processes, and
responsibilities
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