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Agenda

· Scope of material
· Methodology
· Demonstration

· Showing effect of incremental changes on MCAD 
manager performance

· Additional techniques
· Resources for field performance tuning

· Documentation and tools



Scope

· V9.X and prior releases
· Single site only
· Field performance tuning

· To reach a known baseline of performance 
tuning, prior to involving UGS support and/or 
product development

· UGS Performance and Scalability team has 
advanced tools and techniques that are not 
covered here



Methodology

· Goals of demonstration
· Starting from a completely untuned system, show 

the effect of changing
· Oracle server parameters
· Teamcenter schema (indexes)
· iMANFS configuration
· Application-specific parameters

· With emphasis on the systematic use of 
Teamcenter and Oracle logs to determine 
bottlenecks



Methodology

· Step by Step

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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no no no

no

no

no

yes



Methodology

· All in one
· Enable syslog and journalling options

· IMAN_SQL_DEBUG=Y
· IMAN_SQL_DEBUG=BPT
· IMAN_Journalling=ON

· Set TIMED_STATISTICS = TRUE in Oracle instance
· Execute beginning statspack snap
· Start TCEng session
· Activate Oracle session tracing
· Run test case, measure elapsed time
· Shut down TCEng session completely
· Execute ending statspack snap and generate the report
· Process session trace file with tkprof; be sure to specify 

“waits=yes” option



Methodology

· Setting logging options - two types of 
imanserver logging

System log
On by default, but unless there is an error, the 
syslog is deleted when the session ends

Journalling
Off by default, must be enabled by configuration 
settings



Methodology

Where to set logging options
Logging options can be set in many places.  It is 
easiest to set them in the %IPR%\server_configs file 
for the database you are connecting to
In a production system the %IPR% directory may be 
shared from a file server.  In this case logging 
options should be set in the system control panel, as 
environment variables, on the test client
It is recommended to set logging options consistently 
in only one place, to avoid accidentally leaving them 
on and affecting performance.



Methodology

Capturing clean log files
For the purpose of analyzing a specific use 
case, it is essential to minimize the number 
of non-related actions

These will be reflected in the log file and will 
skew the results, making the traces more difficult 
to interpret

Start the session
Run the use case
End the session, including the Orbix
daemon
Copy the logs to a safe location



Demonstration

· Open I-DEAS assembly from Teamcenter
· Capture logs and elapsed time 
· Examine syslogs and statspack report to 

recognize
· Oracle server bottlenecks
· Missing OOTB indexes

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.
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Demonstration

· Teamcenter and Oracle log files
· Teamcenter logs

· Imanserver syslog

· Oracle logs
· Statspack report



Demonstration

· Imanserver syslog
· What does it tell you?

· Oracle server initialization parameters
· Teamcenter environment variable settings
· SQL details

· What queries were run during the session
· Detailed statistics for each query

· How much time was spent in SQL
· Optional trace information such as AM rules evaluation 

(not directly related to performance tuning)

· All information reported from the imanserver point 
of view



Demonstration

· Oracle statspack report
· What does it tell you?

· Details about performance of Oracle server over the elapsed 
time period

· Buffer cache performance
· Most time-consuming events
· Query performance
· Much much more . . . . . 

· Important to realize that the statspack report is not specific
to any one Teamcenter session or use case, unless you are 
in a single-user environment
· Everything is from the Oracle server point of view – statspack

knows nothing about Teamcenter



Demonstration

· How do you know whether SQL performance 
is too slow?



Demonstration

· Calculate what the underlying network will 
support, independent of Teamcenter and 
Oracle overhead
· For example, if ping and/or tracert shows the 

latency between imanserver and Oracle is 91 ms 
on average . . 

This is an extreme example -
we would never recommend 
attempting to run a two-tier 

client over this link!



Demonstration

· And the syslog shows that we are making 3304 calls 
to Oracle, for a particular use case

· Then we cannot expect the SQL part of the use case 
to run any faster than 300 seconds

.091 * 3304 = 300.664

This is pretty good
SQL performance, 

considering the latency



Demonstration

· Change Oracle initialization parameters
· Change SQLNet parameters
· Restore missing OOTB indexes
· Run analyze to rebuild Oracle statistics

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.
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Demonstration

Oracle initialization parameters
Set to default values during installation, if Teamcenter
templates are used

Selectively change values based on site characteristics
Set to default Oracle values or user-specified values if 
Teamcenter templates are NOT used

Resulting values usually will not be appropriate for Teamcenter
– must validate and change if necessary

After changing certain Oracle parameters, or making index 
changes, you must rebuild statistics.  These are needed by 
the CBO (cost based optimizer) to execute queries 
efficiently.  Statistics must be rebuilt periodically to account
for changing table sizes, data skewing, etc.



Demonstration

SQLnet parameters
Oracle uses default packet sizes that are 
unnecessarily small for reliable networks.

Changed by setting SDU and TDU in listener.ora on 
Oracler server, and in tnsnames.ora in $IMAN_DATA

Default is 2048 bytes
Can calculate optimal value, but standard 
recommendation is 8192 bytes

Oracle will wait until buffer is full before sending 
requests

Use tcp.nodelay to force immediate send



Demonstration

Restore any missing OOTB indexes
Missing indexes are common at sites that have 
upgraded from one version of Teamcenter to 
another

Index_verifier utility must be used
Reports missing indexes by comparing database schema 
with OOTB definitions
Generates SQL statements to restore missing indexes 

Index_verifier can be run at any time.  By default it only 
reports, it does not make any changes.  There is no 
effect on users.



Demonstration

Rebuilding Oracle statistics
After changing certain Oracle parameters, or 
making index changes, you must rebuild 
statistics.  These are needed by the CBO (cost 
based optimizer) to execute queries efficiently.
Analyze should be run on a schedule to keep 
statistics up to date with the changing data.  
Otherwise query performance will degrade over 
time.



Demonstration

· Repeat I-DEAS Open test case
· Capture the syslog and statspack reports
· Look for remaining Oracle issues

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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Demonstration

· Oracle performance is still not acceptable
· Indications of an indexing problem in the syslog

and statspack report
· Enable Oracle session tracing

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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Demonstration

· Oracle session tracing
· What does it tell you?

· Explain plan for each query that Teamcenter sends to 
Oracle
· Shows whether Oracle is doing a full table scan, indicating 

a missing index· Time spent in Oracle CPU for each query· Time spent in different wait events, per query and per 
session

· To identify SQLnet or disk I/O bottlenecks· Session tracing is a way to see what happens on 
the Oracle server for a specific Teamcenter
session only



Demonstration

· Ways to enable Oracle session tracing
· Teamcenter configuration variable

· Will show explain plans and execution times for queries, 
but not information about wait events

· Direct SQL
· Most reliable way to get a complete trace, including wait 

information

· Can also use IMAN_SLOW_SQL
· But, this shows explain plan only for queries that exceed 

the specified time
· No wait information



Demonstration

· Ways to enable Oracle session tracing
· Teamcenter configuration variable

· Set IMAN_ORACLE_TRACE=ON in Teamcenter startup 
file

· Output is written to Oracle udump directory, can be 
processed with tkprof for readability



Demonstration

· Ways to enable Oracle session tracing
· Direct SQL

· Find the session serial number from OEM or from the 
v$session table

· Find the process ID from the v$process table
· Connect to session with oradebug and enable trace
· Trace ends automatically when session ends
· Process output file with tkprof

· This is the most reliable way to get a complete 
report.  A simplified procedure is available, but will 
sometimes fail to generate the wait statistics



Demonstration

Switch on Oracle session trace
Find the SID (Serial ID) of your imanserver
session

SID = 8



Demonstration

Find the process pid of your Oracle session
Use SQL as shown, after you have determined the 
SID

Note:  This is Windows example.  
For UNIX, substitute p.spid for 
p.pid

Pid = 9



Appendix 1: Alternative Oracle session 
tracing procedures

Connect to imanserver’s Oracle session with 
oradebug, and start session trace

SQL> connect /as sysdba
Connected.
SQL> oradebug setorapid 9;
Windows thread id: 5520, image: ORACLE.EXE

Start session trace
SQL> oradebug event 10046 trace name context forever, level 8;

Note: This is Windows example.  For UNIX, 
substitute

oradebug setospid

For

oradebug setorapid



Demonstration

· Repeat I-DEAS Open test
· Analyze Oracle session trace and 

Teamcenter syslog, to identify missing 
custom index(es)

· Install custom index(es)
· Rebuild Oracle statistics

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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Demonstration

· Analyze Oracle session trace
· In its raw form, session trace is difficult to read



Demonstration

· Analyze Oracle session trace
· Process with tkprof to format file for readability

tkprof tceng_ora_5520.trc tkprof.txt explain=infodba/infodba waits=yes



Demonstration

· Oracle session trace
· First, jump to the bottom to see how much 

elapsed time is spent in processing queries

Number of queries

Elapsed time



Demonstration

· Oracle session trace· Is elapsed time a large percentage of SQL time 
shown in syslog?

· I

· In this case about 60% of the time is spent in Oracle server, 
processing queries



Demonstration

· Oracle session trace· Look for full table scans· Search for “table access full”

· I

Almost always you will find 
full table scans, but unless 
the query elapsed time is a 

significant percentage of total 
elapsed time, it is probably 

okay



Demonstration

· Oracle session trace· Fill in here with pideasguids index and how to 
restore index

· I



Demonstration

· After basic Oracle tuning, evaluate 
performance of use case· If performance is still unacceptable, it’s time to 

look at other possible reasons· For use cases involving file transfer, the most likely 
candidate is iMANFS configuration

· I

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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Demonstration

· Imanserver journal file
What does it tell you?  It depends upon the settings used

Set IMAN_Journalling=ON to enable basic journalling
This will print information about high level method 
calls, plus summary table, for a default set of 
modules

Set IMAN_JOURNAL_MODULES=ALL to enable 
journalling for all modules

Use with caution:  This will generate a very large 
journal file and will also slow all operations down 
very significantly

Set IMAN_POM_JOURNALLING=N to enable nested 
journalling

Use with EXTREME caution!  The journal file will be 
enormous and the system will be very slow.  This is 
only used to trace the code path for specific 
functions, for a limited amount of time.



Demonstration

· Imanserver journal file
· To avoid introducing a performance degradation due to 

excessive journalling, use the most basic setting
· Set IMAN_JOURNALLING=ON

· I



Demonstration

· After setting journalling options, run use case 
and measure elapsed time
· Remember to keep actions unrelated to the use case to an 

absolute minimum!

· Examine summary section of the journal file

· I

Time spent in FS module is a 
rough indicator of how much time 

is spent transferring files



Demonstration

· How do you know whether file transfer is too 
slow?
· How much time to transfer the files via ftp?

· Divide file size by bandwidth
· For example, on a slow WAN the bandwidth might be 

around 50 Kbytes/second.  To transfer an 8MB 
assembly would not take less than 163 seconds
· (8*1024)/50 = 163 seconds

· I

Need to check iMANFS, 
since FS time is so much 

larger than FTP



Demonstration

· iMANFS parameters
· Some parameters depend on what mode of file 

transfer is used
· To determine FT mode, check the syslog

· IMANVolume::load tcemhp1: accesses in mode TCP (IMANFS mode 3)

· When in TCP mode
· Set IMAN_Export_Bucket_Size=64512

· Default if not set is 10k
· Controls how size of each block transferred by iMANFS

· Set IMAN_Socket_Bucket_Size=65536
· Default if not set is system default
· Controls the socket window size



Demonstration

· iMANFS parameters
· When in CIFS mode

· Set IMAN_NFS_IMPORT_EXPORT_PERF=ON
· Controls how IMAN_Export_Bucket_Size setting is 

interpreted· Only effective for certain clients!· Set IMAN_Export_Bucket_Size=64512
· Default if not set is 128k· Controls how size of each block transferred by iMANFS

· I



Demonstration

· iMANFS parameters
· Recommended settings to cover all possibilities

· Some can be set in environment, but for ease of 
maintenance you should set them in .iman_env, 
on both server and client



Demonstration

· iMANFS parameters
· Some clients, such as NX Manager/I-DEAS and 

Pro/E Manager, do not recognize 
IMAN_NFS_IMPORT_EXPORT_PERF
· They call a different file transfer API in imanserver

· For such clients, you must set 
· IMANFile_transfer_buf_size=64512

· In 
· %IPR%\com\ugsolutions\iman\kernel\kernel_user.properties
· The default for this variable is 2048 bytes - too small



Demonstration

· iMANFS parameters
· IT_BUFFER_SIZE:  An Orbix configuration 

parameter that controls the size of the buffer used 
for marshalling operation parameters
· Default value is 8192 bytes, which is unnecessarily 

small for Teamcenter
· Change to 64512 in the 

%IPR%\Orbix\config\orbixweb3.cfg file
· I



Demonstration

· Apply iMANFS settings and rerun test case
· IMAN_Export_Socket_Size=64512
· IMAN_Socket_Bucket_Size=65536
· IMAN_NFS_IMPORT_EXPORT_PERF=ON
· IMANFile_transfer_buf_size=64512
· IT_BUFFER_SIZE=64512

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Check Oracle statspack and 
adjust Oracle parameters

As needed
Check Teamcenter indexes and

restored as needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Enable Oracle session tracing
Adjust indexes and settings as

needed

Run use case with 
IMAN_SQL_DEBUG=BJPT

Check syslog to learn
time spent in SQL

SQL too slow?

Perform advanced Oracle
tuning

Apply iMANFS generic and
Application specific settings

Done

Begin Run use case with Journalling
options

Check journal file to learn
How much time spent in FT

FT too slow?

FT too slow?

Consider multi-process 
iMANFS, network changes, etc.

Performance
Acceptable?
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Demonstration

· Verify larger iMANFS block size by number 
of readblks in the log file
· Before (in this example total file size is 817k):
imandba@moshp1$ grep readblk imanfs27086.log | wc -l
419

817/419 = ~2 => files are read from volume in 2k 
blocks

After:
imandba@moshp1$ grep readblk imanfs27178.log | wc -l
30

817/30 = ~27 => files are now read from volume in 
27k blocks



Additional Techniques

· Now we are done with basic Oracle and 
iMANFS performance tuning

· If performance is still not acceptable, then 
additional steps may be required
· Oracle configuration
· Disk defragmentation
· Network changes
· Teamcenter configuration



Additional Techniques

· Oracle configuration
Tablespace and control files

Distribute across disks to eliminate I/O bottlenecks

User tables and indexes
By default these are created in IDATA tablespace

Certain tables such as POM_BACKPOINTER are 
accessed so frequently that there is I/O contention on the 
IDATA tablespace file
Move frequently-accessed tables and indexes into new 
tablespaces, with files located on separate disks, to 
minimize I/O bottleneck

These procedures are documented in the 
performance checklist, but typically should be 
done by a DBA



Additional Techniques

· Teamcenter configuration
· Multi-process iMANFS

· If single-user performance is not acceptable then this 
isn’t going to help; only if significant degradation occurs 
under concurrent loading

· Three tier configuration
· Several CAD managers support three tier deployment; 

performance across a WAN may improve

· Application-specific capabilities
· File caching
· APB (for NX/Manager)

· Operating system configuration
· Especially Windows – Oracle memory issues



Resources for field performance tuning

· Documentation
· Performance checklist

· Streamlined version of Deployment Guide, with some 
information about undocumented settings

· Instructions for using statspack, moving Oracle control 
files and tablespaces, etc.

· Deployment Guide
· Comprehensive manual updated for each major release
· Download from http://support.ugs.com/docs/tc_eng.shtml

· Oracle statspack parser
· http://www.oraperf.com/
· Upload your statspack file and it will generate a 

summary of performance issues and recommendations

http://support.ugs.com/docs/tc_eng.shtml
http://www.oraperf.com/


Summary

· Informal methodology for 
identifying/resolving the most commonly 
seen performance problems at production 
sites

· If further help from GTAC or Product 
Development is needed, please provide
· Use case details
· Test data set (if possible)
· Imanserver syslog and journal files
· Oracle statspack report
· Oracle session trace, run through tkprof
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